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INTRODUCTION 

Effcctivc dcsign stratcgics for a class of systcms which may bc tcrmcd Expcrimcntal Spacc Systcms 
(ESS) arc nwdcd. Thcsc systcms, which includc largc spacc antenna and obscrvatorics, space platforms. 
carth satcllitcs and dccp space cxplorcrs, have spccial charactcristics which makc them particularly difficult 
to design. This paper will argue that these same characteristics encourage the use of advanced 
computer-aidcd optimization and planning tochniqucs. 

The broad goal of this research is to devclop optimization stratcgies for thc design of ESS. Thcsc 
strategies would account for the possibly conflicting requirements of mission lifc, safcty, scicntific payoffs, 
initial system cost, launch limitations and maintenance costs. The strategies must also preserve the coupling 
bctween disciplines or between subsystems. For instance, thc strategies must recognize that changes in 
the structural design influence the selection of materials and the design of the control system. This 
research is unique because it focuses on optimization of multidisciplinary system design problcms and 
because it emphasizes automated decomposition of these system design problems. 

The specific purpose of the present paper is to describe a computer-aided planning and scheduling 
technique. This technique provides the designer with a way to map the flow of data between 
multidisciplinary analyses. The technique is important because it enables the designer to decompose the 
system design problem into a number of smaller subproblems. The planning and scheduling technique is 
demonstrated by its application to a specific preliminary design problem. 
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CHARACTERISTICS OF EXPERIMENTAL SPACE SYSTEM DESIGN 

Expcrimcntal spacc systcms havc spccial charxtcristics which makc thcm difficult to dcsign. Many of 
thcsc charxtcristics arc a function of thc unique cnvironmcnt in which ESS opcritc. Spacc-bascd 
hardwarc must pcrform flawlcssly in microgravity. yct must withstand ground-bawl handling and high 
launch loads. Exposed to unusual temperature and radiation extremes, they must continue to opcratc 
for extcndcd pcriods of time without servicing. These unique opcrating conditions call for spccial 
mcchanisms, built with unusually small tolcrances to manufacturing errors. Often. thc ESS must be 
constructcd from exotic matcrials and must be designed to meet weight and packaging constraints. 

The design of ESS is further complicated by the fact that these are often "one-of-a-kind" projects. Space 
satellites and probes are designed to answer questions about our universe. If the original mission is a 
success, then it need not be rcpeated. If the mission fails to operate or rcturns unexplaincd results, 
then the system must be redesigned. 

Designing "one-of-a-kind" projects is essentially different from the usual task of improving an existing 
product to meet new specifications. First, there is no body of collected information to consult and there 
is limited expertise acquired from related experiences. Thus, the designer has less confidence in his 
intuitive design decisions. Building and testing of prototype designs might supply some of this missing 
information but this is not always possible. Prototypes are very expensive and hard to justify for a 
"one-of-a-kind" mission. Moreover. if prototypes are constructed, testing them on the ground to predict 
their operation in space is problematic if not impossible. 

The effect of these characteristics of ESS is an emphasis on analytic prediction of performance and a 
need for more systematic methods of design. 

UNIQUE OPERATING CONDITIONS REQUIRE: 

Speclal mechanisms 
Exotlc materlals 

Extreme preclsion 

Low structural weight 

"ONE-OF-A-KIND" PROJECTS IMPLY: 

No collected body of Information 

Few "rules of thumb" 

Prototypes hard to Justify 

No standardized test procedures 
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OPTIMIZATION AS A DESIGN TOOL 

Thcrc arc many rca.wns to bclicvc that optimization will havc an cxpandcd roll in futurc ESS dcsiyn. 
First, it is ncccssary to rcly on analytic prediction of the systcm bchavior. Thus, integration of existing 
optimiration and analysis codcs should be practical. Sccond. ESS dcsign involvcs many intcrrclakd 
subsystems. many independent design variables and extremely stringent constraints. Thus, formal optimization 
may bc thc only practical way to find a fcasiblc design. Finally, ESS designs arc costly to manufacture 
and launch. A design which can bc improved via optimization may result in substantial savings. 

There are problems with the use of optimization in ESS. The most obvious problem is that optimization 
requires repeated execution of the system analysis codes. Often these codes require large amounts of 
computer resources for even a single execution. Another problem is that the performance of optimization 
codes oftcn degrades as the number of design variables grows. A final problem is that optimization 
techniques work bcst when a single goal can be unambiguously defined. Thcrc is no acccptcd way to 

deal with the multiple conflicting goals which are requircd by the current state of the art in ESS 
design. 

Optimization, including mathematical programming and optimal control. has been successfully employ& in 
past experimental space system projects [l-31. However, for the most part, optimization is used to refine 
some component of a nearly completed design. 

Current optimization research involves extending the use of optimization to the preliminary design of an 
overall system [4-71. Formulating the problem correctly is the most difficult part of system optimization. 
Unfortunately, tricks which facilitate optimization of one problem do not automatically apply to the next 
one. 

AFFl RM ATlVE 

Analytlcrl model- 
exlrt 

Fearlble dorlgnr 
not obvlour 

Subrtantlrl 
ravlngr porrlble 

NEGATIVE 

Enormour eompute timer 

Numerour derlgn vrrlabler 

Multiple oonflletlng goalr 



THE COFS EXPERIMENT 

A specific example of an expenmend space system is used lo illusvale the points to be madc in this 
paper. Control of Flexible Structures (COFS) was a project initiatcd by NASA Langlcy to dcvelop 
validated technology for the control of future large space mctuns [8.9]. The COFS I Mast Flight 
System (MFS) is a truss structure, attached to the shuttle, used to study lechniques for system identification 
and active control. It must be designed to maximize the value of scientific data collected while minimizing 
cost and weight of the suuctun. Moreover, the system must be safe and reliable to operate and must 
withstand adverse conditions during launch and deployment. 
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MULTILEVEL DECOMPOSITION 

Onc promising tcchniquc for optimizing a multi-objcctivc systcm such a!! thc COFS I Mast Flight Systcm 
is callcd multilcvcl dccomposition (101. This tcchnique dividcs thc total systcm optimization problcm into 
subproblems. cach with its own objective and with a rcduccd numbcr of dcsign variablcs. For instance, 
the COFS I problem might be divided into 3 subproblems. The first is to design the structure for 
minimum wcight, the second is to dcsign the control system minimizing a composite objective based on 
cost and control effort and the last is to design h e  placement of sensors and the application of dynamic 
loads to incrcase the value of the scientific data collected. All of these subproblems must be coordinatcd 
so that the final design is feasible and so that the cost of the project is minimized. 

Several techniques for solving multilevel problems exist. At least one technique has been testcd for a 
complicated system with a great number of design variables and has proved to be quite effective [ll].  

The present techniques for multilevel optimization do not include a strategy for decomposing a given 
system into subproblems. Merely drawing the figure below is insufficient. It is necessary to identify 
the design variables, analysis steps and constraints which are associated with each subproblem. A fist 
step toward automatic decomposition is described in reference 12. This technique uses the sensitivity 
derivatives of the multiple objectives to decompose the system. Reference 12 describes an application 
where each of the objectives is nominally a function of each design variable and where each objective 
is computationally similar. The present research emphasizes system design problems having many dissimilar 
objectives, each of which is a function of some subset of all design variables. 

MINIMIZE 

REDUCE IMPROVE INCREASE 

control scientific 
weight system 
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PLANNING AND SCHEDULING (PbS) TECHNIQUE 

This papcr cxplorcs thc usc of automatic planning and scheduling (P&S) tcchniqucs to assist in thc 
decomposition. Thcsc tcchniqucs wcrc originally dcvclopcd as projcct managcmcnt tools [ 131. Thcy can 
rcordcr a sct of tasks so that all prcrcquisitcs arc available whcn a givcn hsk is bcgun. Thc input 
to the P&S computer program is a list of tasks with their prerequisites. The output can be a network 
graph such as thc onc in thc figure. 

In the nctwork graph bclow, notice that task 2 must be complctcd bcforc task 4 can bcgin. This is 
indicatcd by the circle at the intersection of lines which exit horizontally from the box marked 2 and 
entcr vertically the box marked 4. Indirectly, task 2 is also a prerequisite to task 5 because task 4 
must prcccdc 5 and 2 must precede 4. 

A slightly unusual fcaturc of his  particular network is the fecdback path from task 7 to task 4. This 
indicates that tasks 4,5,6 and 7 are heir own prerequisiles. Such a set of tasks is callcd a circuit. 
Some P&S programs can identify circuits and temporarily replace them with a single task so that thc 
network graph can be completed. The presence of circuits in a network graph alerts thc project managcr 
that this set of tasks may have to be repeated several times before the results are satisfactory. 

A planning and scheduling computer program which can handle circuits may be a useful decomposition 
tool. If the tasks in this network are thought of as design variables and constraints then circuits can 
be interpreted as optimization loops. This idea will be illustrated using the COFS I MFS example. 
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COFS I MINI-EXAMPLE 

First. consider a much simplified version of the COFS I experimcnt. Assume that the problem is to 
design a spncc mss for testing systcm identification techniques. Thc ultimate objective is to reduce the 
cost of the system. Other objectives are to design a structure that can cany the required loads and 
which is challcnging to test bascd on its closely spaced vibrational frequencies. 

minimize: 

SYSTEM COST 

sbbject to: 

(1) STRUCTURE FEASIBLE 

(2) SYSTEM I.D. INTERESTING 

LOAD 
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PLS STEP 1. LIST DESIGN VARIABLES 

In ordcr to apply planning and schcduling U, thc COFS I problcm. first thc dcsign viiriablcs (v-i) must 
bc idcntil'icd. Thcrc arc many possiblc dcsign variablcs, but thc lcngth of onc bay of thc truss and 
thc nunibcr of bays in thc MFS arc ccrlainly important. Othcr possibilitics arc thc diamctcr and 
thickness of muss elements and the number and location of sensors. Notice that some of the variables 
mcntioncd arc scalars while olhcrs, such as thc location of all scnsors, arc arrays. This is donc to 
condcnsc the amount of information proccsscd by the planning and scheduling program. It will not bc 
a problcm if  all thc clcmcnts in the array arc updatcd and used as a group. 

symbol 

V l  

V 2  

V 3  

v4 

meanlna 

len,gth of bay 

number of bayr 

number of m a n r o r m  

trusmm eloment m l z o r  
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PLS STEP 2. LIST BEHAVIOR VARIABLES 

Thc ncxt stcp is to idcntify important quantitics which arc calculnlcd from known valucs of thc dcsign 
variablcs. For thc purposc of this papcr, thcsc calculatcd quimtitics will bc tcmcd bchavior variablcs 
(b-i), Exmplcs arc thc bcnding stiffncss of thc barn and thc cxua wcight associated with thc joints 
bctween elemcnu. For instance, the symbol b3 is used to represent the results of an eigenvalue analysis 
routinc. That is, b3 rcprcsents all of the mode shapcs and vibration frcqucncies of thc MFS. 

rymbol 

b l  

b2 

b3 

meanlna 

bendlng rtlffnouu 

extra welght of Jolntr 

mode rhapeu & frequencler 

_ _ _  
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p a s  STEP 3. LIST GOALS AND CONSTRAINTS 

Thc ncxt strp in applying planning and schcduliny is LO quantify all known consuaint functions (g-i). 
Thc COFS I cxpcrimcnt has consuaints on thc Lo611 wcight of  thc systcm and on thc vibration frcqucncics 
of Lhc MFS and of thc individual uuss clcmcnls. 

rymbol 

91 

82 

a3 
a4 

mean I nm 

total wt e allowable 

momber freq- -- mart freq. 

fundamental froq- noar target 

elo=ely rpaced froquenclem 
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PLS STEP 4. PREPARE INPUT 

Thc final stcp is to prcparc thc input to thc planning and schcduling program. For cach dcsign variablc, 
bchavior variablc and constraint function, thcn: is a scparatc linc in thc input file. This linc conuins 
a symbol, an alphanumcric name and a list of dcpcndcncics. For cxamplc. thc last line in h c  fiyurc 
shows the symbol g4 is associated with the name COUPLING and that the value of this consmint 
function dcpcnds on b3. In physical terms, this means that thcrc is a test to dctcrminc if two vibration 
frcqucncics arc close togcthcr. Thus, the value of this constraint only dcpends on thc valucs of all 
vibration frcqucncics. 

The list of dependencies for constraints like g4 (COUPLING) or behavior variables like b3 (MODES) is 
simply a list of the design variables and behavior variables necdcd to evaluatc that function. The 
meaning of dcpendencies in h e  case of a design variable such as v l  (LONGL) may not bc as obvious. 
However. the task of selecting a new value for a design variable such as the length of a longeron is 
influenced by the values of one or more constraint functions. If any constraint is violated then the 
optimizer will adjust the value of vl. 

- 
LONOL 

MODES 

COUPLING 

... 

..- 
---  
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COFS I NETWORK GRAPH 

This figure shows thc nctwork graph for thc simplificd COFS 1 problcm. Thc planning and schcduliny 
program idcntificd three circuits in the nctwork. These circuits cornspond to thrcc optimization subproblcms: 

1) determine the structural sizing for minimum weight, 

2) dctcrmine dynamic excitation strategy for safe testing of the MFS, and 

3) determine the best placement of the sensors for identification of mode shapes and frequcncics. 

This example is relatively simple. However, it illustrates a decomposition technique which can be applied 
to much more complicated experimental space system designs where the decomposition is not at all 
obvious. 

Excitation 

Placement 
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UPDATE THE INPUT 

Thc bcauty of thc planning and schcduling tcchniquc is cvidcnt whcn thc dcsign pmblcm rcquircs 
updating. Thc effect of ncw variables and consmints can bc cxamincd by simply adding thcm to thc 
P&S input filc. 

For example, consider modifying the simple COFS I problcm above to account for a numbcr of actuators 
attached to the COFS I MFS. 

The figure illustrates the addition of two design variables and one constraint to the P&S input file. 
The design variables control the number and location &-A). and One 
of these variables, the mass, is marked "no-input". This means that the mass of each actuator is 
initialized along with other system level variables and is not changed by any optimization subproblem. 
Onc constraint which evaluates the effectiveness of actuator placement (CONTROL) is also addcd. 

These actuators are used for dynamic excitation of the MFS. 

the mass (M-A) of actuators. 

Besides adding new lines to the input file, the designer must check whether any of the existing variables 
depend on those added. In the present example, the actuators have a significant mass and therefore 
they will effect the calculation of mode shapes and vibration frequencies. Notice that v l l  &-A) and 
v12 (M-A) have been added to the list of dependencies of behavior variable b3 (MODES). 

_.. 

CONTROL 
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MODIFIED NETWORK GRAPH 

The network graph produced for the updated COFS I design problem is shown here. Notice that the 
P&S program identified just a single large circuit. This suggests that either the COFS I design must be 
solved as a single large optimization problem, or that the input file must be revised to permit decomposition. 

Careful examination of the network graph reveals that there are just two feedback paths which prevent 
this network from decomposing the way the last one did. These feedback paths begin at the shaded 
box associated with the power requirement (POW-REQ) constraints. At least one of these feedbacks can 
be easily removed. This expresses 
the fact that the total power required by the system is influenced by the number of actuators and by 
the number of sensors. However, actuators require orders of magnitude of more power than do passive 
sensors. Thus, the design will not be greatly effected if both connections between POW-REQ and L-S 
tasks are removed. The other long feedback path expresses the correct assumption that the location of 
actuators is an important design variable in both the structures subproblem and in the dynamic excitation 
subproblem. One solution is to let the structures subproblem decide the value of this variable and force 
the dynamics subproblem to adjust other variables to compensate. 

Notice that POW-REQ is connected to both L-A and L S  tasks. 

- 
3 

- 0  
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FINAL COFS I NETWORK 

By gradually refining the P&S input and by adding design variables and constraints to represent the 
design of a control system, a final network chart was produced. This network has 6 major circuits: 
actuator placement, sensor placement, structures and materials design, dynamic excitation specification and 
a two step controls design. These are identified on the figure. 

Acttin 

s t r11c t 11 res 

L 
I,)llfl'Ut = 

L 

T 

c 
I 
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COFS I MULTI-OBJECTIVE OPTIMIZATION PROBLEM 

The multi-objective optimization for designing the COFS I MFS is defined by the network gmph on 
the preceding page. The graph indicates which analysis steps must be performed in what order and 
identifies the flow of data from one step to another. The actual integration of computer codes will be 
much easier given the wealth of information contained in the P&S network graph. 

The plan which emerges for solving the COFS I design problem is summarized by this flow chan. 
First. system level variables are initialized. These include the mass of an actuator, the target weight of 
the system, the power provided to the system and the maximum buckling load allowed for any truss 
element. Next, actuators and sensors are located along the length of the MFS. This can be accomplished 
manually or using a knowledge-based system similar to that of reference 14. This is followed by a 
standard optimization to size the structural elements for minimum weight and another optimization to 
prescribe safe amountS of dynamic excitation. At 
the end of the process, the system design is evaluated. If the design is acceptable and no further 
improvement is likely, then the process terminates. Othenvise, the system level variables can be adjusted 
and the process repeated. Methods for adjusting the system level variables are explained in reference 
15 which contains several options for calculating the sensitivity of the subproblem outputs to changes in 
the values of the system level variables. 

The final step is to design the control algorithm. 

COFS I SYSTEM DESIGN 

I put actuators I 
I 

-- 

optimize structure 

I--- ~ dynamic a n a l y s i s 1  

I optimize controls I 
no I 

31 3 



CRITIQUE OF PLANNING AND SCHEDULING 

Onc purposc of thc prcscnt study is to cvaluatc thc uscfulncss of automatic planning and schcduling as 
a tool for dccomposition of complicatcd systcms dcsign problcms. By applying the techniquc to thc 
COFS 1 design, it is .mn that P&S is cspccially hclpful in rcvealing thc subtle intcraction bctwccn 
disciplines so that the design problem can be decomposed into smaller subproblems. A second bcncfit 
of P&S is that it condcnses a huge amount of information into a single chart. This chart is casy u, 
storc and to update as ncw information becomes available. Morc importantly. the network chart providcs 
a "swawman" for expert.. from different disciplines to discuss. 

On the other hand, planning and scheduling does require an investment of time to prepare and refine 
thc inputs. This investment may not be justified for a rather simple problem or for a problem whose 
decomposition is well understood. Rather, planning and scheduling is proposed as a tool for systematically 
unraveling a new design problem where the interaction between disciplines is still hazy. As illustralcd 
by the COFS I example, the process of decomposing a new design problem requires engineering judgmcnt. 
The list of variables and constraints do not appear by magic. Identifying a reasonable set of independent 
design variables is by no means an easy task. However, this must be done eventually, and the planning 
and scheduling technique offers a systematic way to attack the problem early in the design cycle. 

Reveals Interactlon between dlsclpllnes 

Stores and updates Info In convenient form 

Facl lltates cornrnu nlcatlon between experts 

Calls for Initial Investment of time 

Requlres englneerlng Judgment to complete the 
decornposltlon 
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